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MM 23: Methods in Computational Materials Modelling (methodological aspects, numerics)
Sessions: APT and Diffusion; Method and Code Development

Time: Wednesday 10:15–13:15 Location: H44

MM 23.1 Wed 10:15 H44
Understanding field evaporation in atom probe tomography
from a first-principles perspective — ∙Christoph Freysoldt,
Michael Ashton, and Jörg Neugebauer — Max-Planck-Institut
für Eisenforschung GmbH, Max-Planck-Str. 1, 40273 Düsseldorf
Field evaporation is the elementary process at the heart of atom probe
tomography (APT): single atoms or molecules evaporate from the sam-
ple under the influence of a very high electric field. Despite 50 years of
APT experiments, a comprehensive predictive theory is still lacking.

We approach the problem in the framework of density-functional
theory. From the minimum-energy path for desorption as a function
of applied field, we compute critical fields and transition barriers for a
variety of surface sites in good agreement with available experimental
data. Our results show that atoms evaporating from within the sur-
face at steps or kinks stay in close bonding contact at the transition
state. The surface bonding characteristics of the evaporating atom is
thus much more important than the electron transfer process, which
was assumed to be the dominant mechanism in previous models.

From our insights, we propose a simple analytic theory. The critical
zero-barrier field results from the balance between the maximum in-
trinsic force along the reaction coordinate and the field-induced force.
The latter can be obtained directly from the change of the surface
dipole along the reaction coordinate, while the former is not very sen-
sitive to the applied field. The theory also provides barrier heights for
subcritical fields.

MM 23.2 Wed 10:30 H44
Evaporation Mechanisms for Field-Ionized Surface Atoms —
∙Michael Ashton, Christoph Freysoldt, and Joerg Neuge-
bauer — Max Planck Institut für Eisenforschung GmbH, Max-Planck-
Str. 1 40273 Düsseldorf
Detailed information regarding the atomic-scale mechanisms of field
evaporation has long eluded the theoretical community, in part due
to the challenge of applying finite electric fields in density functional
theory (DFT) models that require periodic boundary conditions. We
explain how our recent advances in the treatment of electric fields in
DFT have enabled fundamental insights into the near-surface mech-
anisms of field evaporation for atoms on Tungsten surfaces. These
insights are obtained from static calculations of the energy landscapes
for low-coordinated atoms departing from a charged surface. They
show that even for very strong fields a two-stage rollover mechanism
- in which an evaporating kink atom rolls into the hollow site above
the neighboring step and then proceeds to evaporate - is the minimum
energy path. We find that this two-stage rollover mechanism is circum-
vented at fields very close to the critical evaporation field, resulting in
a much simpler single barrier trajectory. The origin of this change in
mechanism will be discussed along with some of its implications for
experimental evaporation procedures. Finally, we discuss the similari-
ties and differences between our DFT results and those obtained using
classical models to describe field evaporation.

MM 23.3 Wed 10:45 H44
Atomistic description of self-diffusion in molybdenum —
Daria Smirnova1, Yanyan Liang1, Grisell Diaz Leines1, Sergei
Starikov1, Ning Wang1, ∙Matous Mrovec1, Ralf Drautz1,
Davide Sangiovanni2, Igor Abrikosov2, and Maxim Popov3

— 1The Interdisciplinary Centre for Advanced Materials Simulation
(ICAMS), Ruhr-Universität Bochum, Germany — 2Linköping Uni-
versity, Linköping, Sweden — 3Materials Center Leoben Forschung
GmbH, Leoben, Austria
According to the experimental data, self-diffusion coefficient in molyb-
denum shows non-Arrhenius behavior, however, its origin is controver-
sial. In this work, we apply first-principle calculations and classical
molecular dynamics to study the nature of self-diffusion in bcc molyb-
denum. We consider vacancy diffusivities, formation and migration
energies depending on temperature in a wide temperature range: from
zero temperature up to the melting point. We also carried out molec-
ular dynamics simulations that allow to observe directly the process
of self-diffusion at the atomic scale. Summarizing the results obtained
by different calculation methods, we can conclude that the peculiarity

observed for self-diffusion can be caused by strong temperature de-
pendence of the vacancy formation energy. The methodology reported
here is universal and can be applied to analyze self-diffusion in another
metals.

MM 23.4 Wed 11:00 H44
The Anharmonicity of Al self-diffusion — Raynol Dsouza,
∙Liam Huber, Blazej Grabowski, and Joerg Neugebauer —
Max-Planck-Institut für Eisenforschung GmbH, Düsseldorf, Germany
To study kinetic properties, e.g. diffusion, at the atomistic scale with
molecular dynamics (MD) it is usually necessary to operate at very
high temperatures where processes occur at high rates, or to use some
approximation or acceleration scheme. At low temperatures it is com-
mon to use the quasi-harmonic approximation (QHA), where finite-T
effects are represented using phonon calculations. However, even for
the relatively simple thermodynamic property of vacancy formation
in aluminum, anharmonic effects not captured by QHA appear well
below room temperature [1].

In this work, we apply the finite temperature string method [2] to
study the effect of these anharmonicities on Al self-diffusion. This tech-
nique allows us to probe the temperature range above the threshold
at which QHA begins to lose validity, but still well below the tem-
perature at which calculation by direct MD becomes feasible. Finally,
we consider the combination of thermodynamic integration [3] with
FTS in order to capture anharmonic behaviour with the full power
and accuracy of quantum mechanics.

[1] Glensk et al. Phys Rev X 4 (2014)
[2] Vanden-Eijnden and Venturoli, J Chem Phys 130 (2009)
[3] Duff et al. Phys Rev B 91 (2015)

MM 23.5 Wed 11:15 H44
Kinetic Monte Carlo simulations of vacancy diffusion in non-
dilute Ni-X (X=Re,W,Ta) alloys — ∙Maximilian Grabowski,
Jutta Rogal, and Ralf Drautz — ICAMS, Ruhr-Universität
Bochum, 44801 Bochum, Deutschland
The mobility of vacancies in alloys may limit dislocation climb which
is important for high performance Ni-based superalloys. Using a com-
bined density functional theory and kinetic Monte Carlo approach we
investigate vacancy diffusion in Ni-Re, Ni-W, and Ni-Ta binary alloys
up to 10 at.% solute concentration. We introduce an interaction model
that takes into account the chemical environment close to the diffusing
atom to capture the effect of solute-host and solute-solute interactions
on the diffusion barriers. In contrast to an ideal solid solution it is
not only the diffusion barrier of the solute atom that influences the va-
cancy mobility, but primarily the change in the host diffusion barriers
due to the presence of solute atoms. This is evidenced by the fact that
the observed vacancy slowdown as a function of solute concentration
is larger in Ni-W than in Ni-Re, even though Re is a slower diffuser
than W. To model diffusion in complex, non-dilute alloys an explicit
treatment of interaction energies is thus unavoidable. In the context
of Ni-based superalloys two conclusions can be drawn from our kinetic
Monte Carlo simulations: the observed slowdown in vacancy mobility
is not sufficient to be the sole cause for the so-called Re-effect; and
assuming a direct correlation between vacancy mobility, dislocation
climb, and creep strength the experimentally observed similar effect of
W and Re in enhancing creep strength can be confirmed.

15 min. break

MM 23.6 Wed 11:45 H44
Density-gradient-free variable in exchange-correlation func-
tionals for detecting inhomogeneities in the electron density
— ∙Fabien Tran and Peter Blaha — Vienna University of Tech-
nology, Vienna, Austria
A new type of approximation for the exchange and correlation func-
tional in density functional theory is proposed. This approximation
depends on a variable, 𝑢, that is able to detect inhomogeneities in
the electron density 𝜌 without using derivatives of 𝜌. Instead, 𝑢 de-
pends on the orbital energies which can also be used to measure how
a system differs from the homogeneous electron gas. Starting from the

1



Regensburg 2019 – MM Wednesday

functional of Perdew, Burke, and Ernzerhof (PBE) [Phys. Rev. Lett.
77, 3865 (1996)], a functional depending on 𝑢 is constructed. Tests
on the lattice constant, bulk modulus, and cohesive energy of solids
show that this new 𝑢-dependent PBE-like functional is on average as
accurate as the original PBE or its solid-state version PBEsol. Since
𝑢 carries more nonlocality than the reduced density gradient 𝑠 used
in functionals of the generalized gradient approximation (GGA) like
PBE and 𝛼 used in meta-GGAs, it will be certainly useful for the
future development of more accurate exchange-correlation functionals.

MM 23.7 Wed 12:00 H44
Advanced Path Integral Methods - Beyond the Benchmarks
— ∙Venkat Kapil and Michele Ceriotti — Institute of Materi-
als,Ecole Polytechnique Fédérale de Lausanne, Lausanne, Switzerland
The precise description of quantum nuclear fluctuations in atomistic
simulations is possible by employing path integral techniques. How-
ever, many challenges such as the high computational cost of running
path integral simulations and the overhead of implementation of path
integral methods in electronic structure packages, have prevented their
widespread use. In this talk, I will present molecular dynamics (MD)
methods based on advanced MD integrators and high order factoriza-
tions of the Boltzmann operator that reduce the computational cost
of path integral simulations, and their implementation in i-PI. Going
beyond benchmarks, I will demonstrate their improved convergence
in obtaining accurate estimates of the heat capacity of metal organic
frameworks, and proton momentum distribution for various phases of
water at a fraction of the computational cost that would be required
if using conventional techniques.

MM 23.8 Wed 12:15 H44
Performance of van der Waals Methods at Non-Equilibrium
Molecular Geometries — ∙Dennis Barton, Yasmine Al-
Hamdani, and Alexandre Tkatchenko — Université de Luxem-
bourg, Luxembourg, Luxembourg
An accurate description of van der Waals (vdW) dispersion interactions
is a fundamental problem in electronic-structure calculations. These
interactions are subtle, but of highest importance for the description of
the structure, stability, and dynamics of biomolecules, chemical com-
pounds, and materials.

Usually, approximate models for vdW interactions are used in combi-
nation with semi-local density functionals [1,2]. Common vdW meth-
ods are parametrized by one or more parameters, optimized for systems
at equilibrium distances. Hence, their accuracy can only be granted
at the energetic minimum.

We investigate vdW methods in terms of interatomic distances
in small and weakly bound bimolecular complexes. We find a sys-
tematic increase of accuracy for the Many-Body Dispersion (MBD)
method with respect to the intramolecular distance. In contrast,
pairwise approaches (e.g. TS, D3) and non-local functionals show a
non-systematic behavior.

Our analysis of the performance of vdW methods away from equi-
librium geometries will greatly help to develop new methods with high
accuracy everywhere on the potential-energy surface.

[1] Grimme et al., Chem. Rev. 116, 5105 (2016)
[2] Hermann et al., Chem. Rev. 117, 4714 (2017)

MM 23.9 Wed 12:30 H44
Limitations of the DFT–1/2 method for covalent semicon-
ductors and transition-metal oxides — ∙Jan Doumont, Fabien
Tran, and Peter Blaha — Institute of Materials Chemistry, Vienna
University of Technology, Getreidemarkt 9/165-TC, A-1060 Vienna,

Austria
The DFT–1/2 method in density functional theory [L. G. Ferreira et
al., Phys. Rev. B 78, 125116 (2008)] aims to provide accurate band
gaps at the computational cost of semilocal calculations. The method
has shown promise in a large number of cases, however some of its lim-
itations or ambiguities on how to apply it to covalently bonded semi-
conductors have been pointed out recently [K.-H. Xue et al., Comput.
Mater. Science 153, 493 (2018)]. In this work, we investigate in detail
some of the problems of the DFT–1/2 method with a focus on two
classes of materials: covalently bonded semiconductors and transition-
metal oxides. We argue for caution in the application of DFT–1/2 to
these materials. Specifically, two conditions must be met for a reliable
application: the electron density close to the valence band maximum
must be sufficiently similar to the atomic orbital used to calculate the
DFT–1/2 correction potential and the orbitals at the valence band
maximum and conduction band minimum must be well separated in
real space.

MM 23.10 Wed 12:45 H44
Implementation of stress tensor in LAPW method with em-
phasis on WIEN2k — ∙Kamal Belbase, Andreas Tröster, and
Peter Blaha — Institute for Materials Chemistry, Vienna University
of Technology, Vienna, Austria
The theoretical derivation and practical implementation of the stress
tensor in all electron density functional theory (DFT) codes of the lin-
earized augmented plane wave (LAPW) type is a long standing and
demanding problem. Here we present some theoretical calculations and
results for hydrostatic pressure as implemented in the WIEN2k code.
Similar to the structure of force formulas, we derive the Hellmann-
Feynman and Pulay contributions to the full stress tensor. Hydrostatic
pressure is obtained by taking the trace of these terms. Comparison for
our thereby calculated pressure to that computed from fits of the total
energy using the Birch-Murnaghan’s equation of state is presented for
some cubic crystals.

MM 23.11 Wed 13:00 H44
Parallelization and Acceleration of the FLEUR Code: New
Possibilities for All-electron Density Functional Theory —
∙Uliana Alekseeva, Daniel Wortmann, and Stefan Blügel
— Institute for Advanced Simulation and Peter Grünberg Institut,
Forschungszentrum Jülich and JARA, 52425 Jülich, Germany
The perpetual evolution of the high performance computing (HPC)
hardware is a considerable challenge for scientific software, which has
often been developed over decades. In particular, the need to adapt for
new hardware can require substantial changes in the data layout, the
parallelization strategy and the fundamental algorithms. The interplay
of different functionalities amplifies the redesign challenge.

An example of such a scientific software package is the all-
electron DFT code FLEUR developed at the Forschungszentrum Jülich
(http://www.flapw.de). While its main field of application is the sim-
ulation of complex magnetic structures, the employed full-potential
linearized augmented plane wave (FLAPW) scheme ensures a general
applicability for all bulk and film setups. We will present our expe-
riences with implementing the hybrid MPI+OpenMP parallelization,
the challenges arising from finding an efficient algorithm and from op-
timizing the performance. In addition, we will report on porting of the
code to NVIDIA GPUs. Finally, we demonstrate that the improved
scalability of the code allows calculations for unit cells with over 1000
atoms.

Our work was supported by the MaX European Center of Excellence
in HPC (H2020-EINFRA-2015-1 project: GA 676598).
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