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T 12.1 Mon 16:45 VG 2.102
Adaptation of the HammerCloud visualization to state-of-
the-art tools - online and offline — ∙Lea Kuttler, Michael
Böhler, and Markus Schumacher — Institute of Physics, Albert-
Ludwigs-University Freiburg, Freiburg, Germany
HammerCloud (HC) is a framework for automated testing designed
to monitor the resources of the Worldwide LHC Computing Grid
(WLCG). It uses test jobs that mimic realistic physics analysis or pro-
duction jobs to identify potential issues within the infrastructure of
WLCG computing sites.

HC’s web interface provides site administrators with detailed in-
sights and visual summaries of test results. After almost two decades
of successful operation, these visualizations, which previously relied on
Google Image Charts, were upgraded to interactive Highcharts, offer-
ing a more dynamic, and user-friendly experience.

Complementing the detailed insights available on the HC website,
the Tier-2-Report provides a broader overview by summarizing impor-
tant test metrics over weekly or monthly periods to analyze overall
performance trends. The generation of these Tier-2-Reports is fully
automated, using a tool initially developed to present and discuss HC
statistics for the GridKa cloud. A recent update has made this tool
applicable for generating similar reports for any other cloud. Addition-
ally, this update introduced a redesigned report layout and enhanced
representations of test metrics.

This contribution presents the updated methods for visualizing and
discussing test results within the HC framework.

T 12.2 Mon 17:00 VG 2.102
A new document server and publication process tool for Belle
II — ∙David Koch and Thomas Kuhr — Ludwig-Maximilians-
Universität
An integral part of working in science and in large collaborations in
particular is the documentation of work in progress and results, be it
in the form of slides, internal notes and reports or papers targeted for
publication. Especially the latter however involves much more than
just a single document. The process starts from an analysis and in-
cludes writing multiple versions of a draft that has to go through many
stages and internal approvals until it can be submitted to a journal.
The Belle II experiment recently launched its own in-house developed
document server, PubDB, that is also a tool to follow the entire process
of bringing an analysis to publication. In this talk we show how Belle
II uses PubDB to implement its publication procedure policy in a uni-
form, streamlined and traceable manner. We share ideas and lessons
learned that are valuable to the community as a whole.

T 12.3 Mon 17:15 VG 2.102
Orchestrated columnar-based analysis with columnflow —
∙Mathis Frahm, Johannes Haller, Philip Keicher, Nathan
Provoust, Marcel Rieger, Daniel Savoiu, Peter Schleper, and
Matthias Schröder — Institut für Experimentalphysik, Universität
Hamburg
The large datasets and increasing complexity of modern physics anal-
ysis in high energy collider physics pose a major challenge to the anal-
ysis workflows. Systems are required that can efficiently process large
amounts of data, while keeping the execution of the complete analysis
manageable. In this talk, we present Columnflow, a tool for columnar-
based data analysis. Columnflow provides an orchestrated, yet flexible
workflow that automatically handles the bookkeeping of results and
dependencies. Typical analysis tasks such as propagation of system-
atic uncertainties, machine learning applications, and statistical infer-
ence are transparently integrated into the workflow. The implemented
workflow allows the use of distributed computing resources and is fully
configurable, yet accessible to newcomers.

T 12.4 Mon 17:30 VG 2.102
Pre-cache tests with the WLCG Tier-2 centre GoeGrid

and the NHR HPC cluster Emmy using workflows of
the ATLAS collaboration at the LHC — ∙Inga Łakomiec,
Saidev Polisetty, Arnulf Quadt, and Sebastian Wozniewski
— II Physikalisches Institut, Georg-August-Universität Göttingen,
Friedrich-Hund-Platz 1, 37077 Göttingen
The GoeGrid centre in Goettingen is one of the WLCG Tier-2 sites and
contributes to the ATLAS job processing and data storage. The HPC
cluster Emmy by the National High Performance Computing (NHR)
has been successfully connected with GoeGrid and ATLAS jobs can
be run on its resources. However, there is no large local mass storage
at Emmy for the WLCG operations. Therefore, data for jobs that are
processed at Emmy is currently provided by the GoeGrid storage. A
transition of storage and computing resources to the Helmholtz Centres
and NHR sites respectively from the university based Tier-2 centres is
planned in Germany in the next years. Since some NHR clusters will
serve as a big computing centres without a large local mass storage,
there is a need to prepare proper caching solutions and validate them.

Small local storage can be available at Emmy for the WLCG tasks
after the storage centralisation. The current ATLAS workflow man-
agement has been tested for Emmy computing resources together with
the small local storage (pre-cache) instance at GoeGrid. Results will
be presented for the different number of CPU cores used by heavier
workloads exclusively or a mix of production jobs. Then, the transfer
and deletion of data in terms of a small disc size will be shown.

T 12.5 Mon 17:45 VG 2.102
Research Data Management at HZDR with HELIPORT
— ∙Stefan E. Müller1, Thomas Gruber1, Oliver Knodel1,
Mani Lokamani1, David Pape1, Martin Voigt1,2, and Guido
Juckeland1 — 1Helmholtz-Zentrum Dresden-Rossendorf, Dresden,
Germany — 2Technische Universität Dresden, Dresden, Germany
The researchers at the Helmholtz-Zentrum Dresden-Rossendorf rely
on a large variety of tools and systems when it comes to adminis-
ter research data. The project planning phase (proposal submission
to a beamtime proposal management system, creation of data man-
agement plans and data policies), the documentation during experi-
ments or simulation campaigns (electronic laboratory notebooks, wiki
pages), backup- and archival systems as well as the final journal and
data publications (using collaborative authoring tools, meta-data cat-
alogs, software and data repositories, publication systems) are all pro-
cesses which involve research data management. Also, modern research
projects often require to interact with a variety of software stacks and
workflow management systems to allow reproducibility on the underly-
ing IT infrastructure. The ”HELmholtz ScIentific Project WORkflow
PlaTform” (HELIPORT), which is currently developed by researchers
at HZDR and their collaborators, facilitates the management of re-
search data and metadata by providing an overarching guidance sys-
tem which combines all the information by interfacing the underlying
processes. It also includes a workflow engine which can be used to
automate processes like automated data publication or data analysis.

T 12.6 Mon 18:00 VG 2.102
Status and Plans for the CMS Grid at Aachen — Manuel
Giffels1, ∙Alexander Jung2, Thomas Kreß3, Martin Lipinski4,
Andreas Nowack3, Valentina Sarkisovi2, Alexander Schmidt2,
and Shawn Zaleski2 — 1Institut für Experimentelle Teilchenphysik,
KIT — 2III. Physikalisches Institut A, RWTH Aachen — 3III.
Physikalisches Institut B, RWTH Aachen — 4I. Physikalisches Institut
B, RWTH Aachen
From 2025 onwards, the German CMS Grid Tier-2 model will evolve
to incorporate external storage from Helmholtz centers and CPU re-
sources provided by the NHR consortium.

In this presentation, we will provide an overview of the current sta-
tus and outline our plans for utilizing NHR resources for this purpose,
with a focus on the Aachen CMS Grid.
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