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Q 74.1 Fri11:00 P 10
Computational Capabilities and Compilation Strategies for
Trapped-Ion Quantum Computers — ¢JUREK EisiNgEr!, Lup-
wic ScHMID?, DANIEL SCHONBERGERZ, JANINE HILDER!3, CHRIs-
TIAN MARCINIAKS, ULRIcH PoOSCHINGER!, FERDINAND SCHMIDT-
KaLer!, and RoBeErT WiLLEZ — 'QUANTUM, University of Mainz,
Department of Physics, Staudingerweg 7, Germany — 2Chair for
Design Automation, Technical University of Munich, Germany —
3neQxt, 63906 Erlenbach am Main, Germany

Trapped-ion quantum computers mature to larger qubit numbers, but
their computational capability is limited by architectural and control
constraints. We present a framework for quantifying and optimiz-
ing the computational capabilities of trapped-ion processors. Using
compiler techniques from classical computer science, we show how
arbitrary quantum circuits can be mapped to hardware-efficient se-
quences of operations, optimized for metrics such as shuttling dis-
tance and gate overhead. The approach is demonstrated for both
1D and 2D [Schoenberger et al., Proc. IEEE QSW (2025), DOI:
10.1109/QSW67625.2025.00023| shuttling architectures, and extended
toward logical qubit encodings to support fault-tolerant operations in
future large-scale systems. In this context, we introduce a univer-
sal routing and scheduling algorithm for a shuttling-based trapped-ion
quantum computer that efficiently orchestrates qubit register recon-
figuration, and gate execution, tailored to varying levels of ion-qubit
connectivity.

Q742 Frill:15 P 10
Studying the feasibility of distributed quantum computing
enabled via satellite communication — eLukas Pauscu!, Da-
vipe Orsucci?, PuiLipp KLeiNpass?, ALEXANDER SAUER!, FLORIAN
Morr2, and MATTHIAS ZIMMERMANN! — lDeutsches Zentrum fiir
Luft- und Raumfahrt e.V. (DLR), Institute of Quantum Technolo-
gies, Ulm, Germany — 2Deutsches Zentrum fiir Luft- und Raumfahrt
e.V. (DLR), Institute of Communications and Navigation, Oberpfaf-
fenhofen, Germany

In future quantum networks, satellite-mediated quantum communica-
tion could be used to enable distributed quantum computing (DQC).
In this talk, we present the current state of our ongoing analysis on po-
tential use cases for satellite-enabled distributed quantum computing
and on their feasibility based on hardware restrictions and algorithm
requirements: On the one hand, we investigate entanglement distribu-
tion via satellites, considering different orbits and entanglement distri-
bution schemes, and we evaluate restrictions regarding, e.g., entangle-
ment distribution rates or connection times. On the other hand, we
analyse and assess possible DQC applications that might require long-
range communication. Furthermore, we investigate the current state
of the art of quantum-computing hardware and interconnects between
matter qubits and flying qubits (photons), with a particular focus on
DQC. These considerations will enable us to evaluate the gap to be
bridged by future developments and to identify the necessary steps to
be taken for a future implementation of satellite-enabled DQC.

Q 74.3 Fri11:30 P 10
QuKAN: A Quantum Circuit Born Machine Approach
to Quantum Kolmogorov Arnold Networks — eYANNICK
WERNER!2, AkasH MaLEmaTHZ?, MEeEncexi Livl, ViTor FoRTEs
Rev!2, NikoLaos PavLalopimoprouLrosh?, PauL Lukowicz!'2, and
MaxiMILIAN KIErFER-EMMANoUILIDIs!2 — 1DFKI Kaiserslautern —

2RPTU Kaiserslautern-Landau

Kolmogorov Arnold networks, based on the Kolmogorov Arnold repre-
sentation theorem, provide a compact alternative to conventional neu-
ral networks by placing learnable functions on edges rather than nodes.
While highly expressive in classical settings, their potential in quantum
machine learning remains largely unexplored. In this work, we present
an implementation of these KAN architectures in both hybrid and fully
quantum forms using a Quantum Circuit Born Machine. We adapt the
KAN transfer using pre-trained residual functions, thereby exploiting
the representational power of parametrized quantum circuits. In the
hybrid model we combine classical KAN components with quantum
subroutines, while the fully quantum version the entire architecture of
the residual function is translated to a quantum model. We demon-
strate the feasibility, interpretability and performance of the proposed

Location: P 10

Quantum KAN (QuKAN) architecture.

Q 74.4 Frill:45 P 10
Exploring Disorder Effects in Quantum Generative Mod-

els — eNikoLaos ParaiopimorouLos!2, Yannick WERNERDZ,
1 1

JasmiNn Frikarovic!, Vitor Forres REevy!, MarThias TcHOPEZ,
Sunguno Sun?, Paur Lukowicz!?, and MaxiMmiLIAN KIEFER-
EmmanoutLipis’?2 — 1RPTU Kaiserslautern-Landau — 2DFKI

Kaiserslautern

Disordered quantum many-body systems (DQS) and quantum neural
networks (QNNs) exhibit strong structural parallels, with a DQS effec-
tively functioning as a QNN with randomly initialized parameters. We
show that random processes can act as a deceptive quantum generative
mechanism in QNNs, where unitarity preserves memory effects absent
in classical networks. These effects impact both the learnability and
trainability of QNNs and can lead to an overestimation of their gen-
erative capabilities. While DQS can be useful for tasks such as image
augmentation, we caution that evaluations on overly simple datasets
may misrepresent the true power of current quantum generative mod-
els.

Q 74.5 Fri 12:00 P 10
On the Generalization Limits of Quantum Generative Ad-
versarial Networks with Pure State Generators — Jas-
MIN Frxarovicl, eAkasH MaLeMara!, Ivan KANKEU!, YANNICK
WERNER!2, MaTTHIAS TscuOPE!, ViTorR ForTEs REY!2, SUNGHO
Sun®, PauL Lukowicz!2, NikorLaos PaLalopmmorouLos:2, and
MaxiMiLIaN Kierer EmmanouiLipish?2 — 'RPTU Kaiserslautern-
Landau — 2DFKI, Kaiserslautern — 3Korea University, Seoul

Quantum Generative Adversarial Networks (QGANs) have emerged as
promising candidates for quantum-enhanced generative modelling, yet
their practical capabilities remain insufficiently understood. In this
work, we investigate the generalization performance of two state-of-
the-art fully quantum GAN architectures, QuGAN and IQGAN, in
image generation tasks. Using extensive numerical experiments on
MNIST and CIFAR-10, we systematically show that both models fail
to learn the underlying data distribution and instead converge to re-
producing only the dominant average features of each class, even under
multi-class training and increased circuit expressivity. To explain these
empirical failures, we derive an analytic lower bound on the achievable
fidelity of pure-state quantum generators. Using the Helstrom bound,
we prove that any QGAN whose generator outputs a single pure quan-
tum state cannot approximate high-rank data distributions beyond the
fidelity associated with the dataset’s leading eigenvector. Our results
highlight intrinsic expressivity bottlenecks in current QGAN designs
and motivate the development of quantum generators capable of pro-
ducing mixed-state outputs or incorporating non-linear mechanisms.

Q74.6 Fril2:15 P 10
Applications of blind quantum computation - hiding a Grover
search algorithm — e ALEXANDER SAUER, ALEXANDER VON CONSs-
BRUCH, and MATTHIAS ZIMMERMANN — German Aerospace Center
(DLR), Institute of Quantum Techologies, Wilhelm-Runge-Strafe 10,
Ulm, 89081, Germany

With quantum-capable devices becoming readily available and the
ongoing development of quantum computers, quantum networks are
within grasp. Apart from the enhanced computational power of quan-
tum computers, these networks also provide new opportunities in se-
curity and secrecy. One new method that becomes available is blind
quantum computing, in which a powerful quantum computer acts as a
server and performs computations for a distant client without getting
knowledge about details of the computation [1]. We investigate ap-
plications of blind quantum computing and the introduced overhead
on communication between the involved parties and complexity on
the quantum server. In particular, we present a protocol for a hid-
den Grover search algorithm utilizing additional qubits on a quantum
server which are securely initialized by the client.
[1] Fitzsimons, J.F. (2017), npj Quantum Information 3(1), 23.

Q747 Fri12:30 P 10

Two-qubit encoding strategy for a continuous quantum sys-
tem — eSEBASTIAN LUHN and MATTHIAS ZIMMERMANN — DLR e.V.,



Mainz 2026 — Q

Friday

Institut fiir Quantentechnologien, Ulm

Bosonic codes employ particular states of an infinite-dimensional
Hilbert space to encode a qubit within a continuous quantum system.
Despite the enormous resources available in a continuous quantum sys-
tem [1], typical encodings only exist for single qubits [2]. Here we go
one step further and present an encoding scheme for two qubits (four
states), which protects against errors in small shifts of the canonical
variables position q and momentum p. Furthermore, we present a
universal set of single and two-qubit operations, based on particular
symmetry operations for continuous quantum states represented by a
square lattice in phase space.

[1] Lloyd, S. and Braunstein, S., Quantum Computation over Con-
tinuous Variables, Phys. Rev. Lett. 82, 1784-1787 (1999).

[2] Gottesman, D., Kitaev, A., and Preskill, J., Encoding a qubit in
an oscillator, Phys. Rev. A 64:012310 (2001).

Q 74.8 Fri12:45 P 10

Exploring Multi-class Image Segmentation Through Lo-

calization Phenomena — eAKSHAYA SRINIVASAND2, YANNICK

WERNER?3, ALEXANDER GENG!, BErRTA GARciA HERAS®, ALI
1

MocHisen!, ALEXEY BocHKAREVZ, and MAXIMILIAN KIEFER-

EMMaNouILipis2® — 1Fraunhofer ITWM, Kaiserslautern — 2RPTU
Kaiserslautern-Landau, Kaisersluatern — 3DFKI, Kaiserslautern

‘We propose an unsupervised, quantum-inspired method for multi-class
segmentation of abdominal CT scans based on Anderson localization
in image-derived 2D lattice Hamiltonians. Each CT slice is mapped
onto a lattice in which pixel intensities define a disordered on-site po-
tential, while nearest-neighbor hopping terms are set by a Gaussian
similarity kernel that encodes local image structure. This formulation
induces Anderson-like localization of eigenstates driven by contrast
variations across the image. Diagonalization of the resulting single-
particle Hamiltonian enables segmentation by binning eigenmodes ac-
cording to their localization lengths, which naturally correspond to
anatomical scales. Distinct clusters of localized states align with ma-
jor anatomical regions, including liver, pancreas, kidneys, and back-
ground, producing coherent multi-label segmentation masks without
annotated data, pre-processing, or model training. Validation on clin-
ical abdominal CT datasets demonstrates robust performance under
varying contrast and noise conditions. The framework is purely linear-
algebraic and highlights the potential of Hamiltonian-based models
and localization physics for interpretable, physics-driven medical im-
age analysis and quantum-inspired computer vision algorithms.



